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Abstract—The concept of second screen became popular

with the introduction of interactive TVs. In this context,

while the user focuses on the TV screen, the exploration

of additional content is possible through the use of a

smartphone or tablet as a second screen. Lately, dynamic

applications, e.g. video games, also started to use a second

screen. Nintendo DS and Wii U are the game consoles

that began to incorporate these ideas. Dynamic applications

are based on real time action and interaction, and their

implementation can be very complex specially because users

have to change focus between the displays frequently. In

this paper, we summarize the results found in a set of

experimental studies we conducted to verify the usability of

interaction techniques based on the use of a second auxiliary

screen in dynamic applications. We developed a multiplayer

game that employs one main screen shared by two players,

each one also using a second (private) screen. From these

studies, we elaborate a set of guidelines to help developers

in the use of second screens. Although future case studies

would improve these guidelines, our experiments show that

they contribute with robust principles for developers who

want to build multiscreen applications.
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I. INTRODUCTION

The use of multiple displays is a powerful solution for
presentation and interaction since they can be used in
many applications as long as there is a user interacting
with a software. Dynamic applications using multiple
screens are gaining popularity because of Nintendo DS and
Wii U consoles. Moreover, there are an increasing number
of tablets and smartphones entering the home media
environment and allowing interaction with television [1].
The combination of mobile devices and large displays,
televisions and projectors make a perfect fit for multiple
screen applications. New communication technologies and
mobile operating systems also help to make this possible.

There are several studies reporting the integration of
multiple screens and users, but interactive TV is the most
common field [2][3][4][5][6]. Games, in particular, have
a high multiuser/multiplayer characteristic making them
suitable for such integration. Even in the most simple
game, where objectives are quite simple, there are situ-
ations where the players can join and interact. Meeting
software systems [7] have also been discussed as good
examples of applications based on multiple screens.

In this paper, we present guidelines for building multiple
screen applications. We base our guidelines on the analysis
of some works related to second screen technology and
also on our own experiments with an action game using

Figure 1. Space Crusher application being played by two users, each
one using a smartphone as the second screen.

a main screen shared by the players and one smartphone
for each player, which provide the secondary screen of
the application (see Figure 1). The software developed
for this work is called SpaceCrusher. It is a shoot’em
up [8] multiplayer game, simple and easy to learn. We
developed two versions of SpaceCrusher: a collaborative
and a competitive version.

The objective of our work is to provide guidance for
developers and researchers who wish to take advantage
of best practices when designing multiple screens appli-
cations.

The rest of the paper is organized as follows. Section II
presents related works on collaborative games, competitive
games, and second screen usage. Then, in Section III we
describe our game, providing both context of use and
details about it. In Sections IV and V, we report the
experiments that allowed us to derive different guidelines,
which are presented in Section VI. Finally, in Section VII
we draw some final comments about our results and
discuss possibilities of future research.

II. RELATED WORKS

There are some works related to ours in different ways,
all of them with pros and cons about the usability and
interaction using second screen.

Stefik et al. [7] proposed a multiple screen software for
meetings. In that work, they raised a few points very rel-



evant to multiple screen applications. Firstly, they discuss
the need for keeping all user’s updates synchronized. Even
though their software cannot be classified as a dynamic
application, they noticed that delays can cause discom-
fort, thus having everything updated is essential. They
also mention the use of private and shared information.
Frequently, users make notes that they do not wish to share
with others, so keeping some information private can be
useful. Also, because of the technology available at that
time (1987), they used connected PCs for their work. It is
interesting to observe the evolution since then, and notice
the impact of mobile devices available today.

Tsekleves et al. [9] discussed the idea of interacting
with digital media at home via a second screen. They
investigated how people use Interactive Television (iTV)
services: their likes, dislikes, preferences and opinions.
Then, they developed a second screen-based prototype in
response to these findings and tested it with iTV users
in their homes. The positive user responses led them to
extend the scope of their previous research to look into
other related aspects such as barriers to digital interactive
media and personalization of digital interactive media at
home.

Also proposing a solution for a secondary screen for
TVs, Soskic et al. [6] describe a project based on an
Android device, used as a remote control In an app,
the Android user would access the TV guide, watch the
channels mosaic (and select one of them). The user could
also watch a different program from the one he is watching
on TV. All these actions are performed independently from
what is on the main TV, which keeps showing what is
selected there. So the user ends up with more freedom to
browse other channels without interrupting the program in
the main screen.

In a recent article, Bernhaupt et al. [10] present the
state-of-the-art of current types of second screen ap-
proaches and a classification attempt based on the dimen-
sions of users’ perceived synchronization and perceived
interactivity. Based on the analysis of twenty second
screen apps available in Europe, they performed a general
task analysis of second screen applications. Subsequently,
the tasks identified in the study were represented in paper
prototypes and used for evaluation by a usability expert
and also in experiments for assessing user experience.
Results show that the presentation of information on two
screens typically causes the user interface (UI) to be less
efficient and effective, and that the higher the degree
of interactivity, the less usable the UI is. In terms of
user experience, they have identified esthetics, emotion,
value/meaning and stimulation as well as social connected-
ness as critical dimensions. Courtois and D’heer [11] have
investigated how tablet users incorporate multiple media
into their television viewing experience. Three patterns
were found: (a) only focusing on television, (b) con-
founding television viewing with other screen media (e.g.
laptop, tablet) and (c) confounding television viewing with
various media, including print and screen media. Their
question was how the incorporation of screen media in

this experience affects the practice of engaging in digital
comments about television content. The results, based on
a sample of 260 users of tablet, indicated that there is only
a modest uptake and interest in using secondary screens
to share opinions digitally. However, only 15% of the
participants had experience in working with both TV and
screen media, which is a few users. So the interest in the
simultaneous use of both devices is small.

Interactive mobile technologies have become part of
audience experiences of live performances in terms of
general media sharing and specific extra content. Barkhuus
et al. [12] report a study based on a scenario with high
resolution, panoramic image video stream, where audience
members view on a tablet the very same live event they are
watching. The video stream on the tablet is navigational
and enables audience members to pan and zoom in the
real-time video feed. They studied audience interaction
and impressions in three performances of a dance and
music show, and found distinct uses of the second screen
video stream. Also, their study shows how working with
perceived conflicts in technology can still open up design
space for interactive technologies.

The use of a second screen is also present in game
platforms such as Nintendo Wii U consoles [13]. The
Nintendo Wii U uses a specific controller with a screen
and buttons. The most interesting fact is that this controller
provides private information for the user, letting other
players only interact with the main screen. Nintendo also
has a portable console called Nintendo 3DS [14]. It works
with two screens – the main one and the touchscreen –
letting the user play whenever they want because of their
pocket size.

Multiple screens are also very common in desktop
environments. One of the issues arised from this is how
to use the cursor in such screens. There has been some
studies made focusing on enhancing the mouse [15], [16]
or replacing it for a different device [17]. They provide
solutions that work on different sizes and compositions
of screens. The solutions, though, are not very effective
for our work, which is focused much more on auxiliary
second screens.

As can be noticed, these works propose specific usages
for a second screen, with emphasis on additional informa-
tion for TV users. Wii U and Nintendo DS are proprietary
solutions, serving only for games. Our work intends to
provide generic guidelines for developing dynamic appli-
cations with a second screen, independently of its use.

III. MULTIPLE SCREENS IN SHOOT’EM UP GAMES

There are several shooting games available in the market
but our aim was to have more control for testing the use of
second screens. We used Space Invaders [18] as inspiration
in the development of our game.

The success of any application using a second screen
depends on a series of aspects. The choice of the device
in which the software runs is very important. It should
be evaluated according to the location it will be used
and the popular choices for that kind of application [19].



Existing multiple display devices such as the Nintendo DS
system are closed platforms, with very specific purposes,
and limited resources available for developers. Thus, it is
likely that devices such as smartphones and tablets become
the main choice for a second screen when interacting with
computers, TVs and projectors.

The placement of information is also a very important
aspect in second screen applications. If the user has to
keep changing focus too often for looking at specific
information, the usability of the application will be com-
promised [10]. It is well known that the forms of feedback
given to the user, be it visual or haptic, also play important
role in the application usability.

In this section we describe the multiplayer game we
developed as an example of the use of a second screen.

A. Overview

We developed a “shoot’em up” game based on a shared
main screen and a smartphone for each player. In the game
each player controls a ship that fires bullets and destroys
asteroids. The main goal is to obtain the highest score by
destroying as many asteroids as possible.

The main screen (Figure 2a) is where the game actually
happens. It contains the ships, represented as colored
rectangles at the bottom of the screen, and several elements
that fall vertically from the top (Figure 3). The players can
move the ship horizontally along the bottom of the screen,
while it keeps firing automatically. Each time a bullet hits
an asteroid (Fig.3a) it counts an amount of points to the
respective player. If the player’s ship touches an asteroid,
he looses one life, and if the user touches another element
he collects that item.

The second screen (Figs. 2b and 2c) is where the players
interact with the application. It displays the controls of
the game along with the score and remaining items/lives
information. The elipse at the top reproduces the position
of the ship in the main screen. It helps the player keep
the context, while he changes focus from one screen to
another.

We intended to keep the game as simple as possible and
focus on multiple screen characteristics. Because of that
we only developed one level in the game which can be
played in different difficulty levels. As a result, the final
application is intuitive and easy to play.

In the development process, we proposed two versions:
one focused on collaboration and the other on competition.
The second (competitive) version came as an evolution
of the collaborative version. We replaced few features to
test different aspects of multiple screen software. Both
versions shared the core code and gameplay features.

1) Collaborative Version: This version of the game is
focused on collaboration. Each player controls his/her ship
and has an individual score. Still, their objective is to score
the most points possible as a team.

In this version players can share resources such as lives
and weapons in the game. One user can send the item to
the other in order to help him achieve better individual
results, and consequently help the team.

(a)

(b) Collaborative

(c) Competitive

Figure 2. SpaceCrusher’s interface: main (a), and second screen (b).

Another feature is the roulette (Fig. 4), shown when
the player touches a lightning icon (Figure 3b). It is a
special element that spins a few items and randomly adds
lives/weapons to the player or asteroids to the screen.
While the roulette is active the player’s ship goes into
a suspension mode where it becomes invincible, meaning
that the ship is not affected by asteroids or any hazards.
This allows the player to drive his attention to the second
screen.

There is also another collectable item available in this
version: the heart (Figure 3c), which add lives to the
player.

The application also allows some set up configuration.
When starting the game it is possible to set the dificulty
level, which defines the amount of asteroids present in the
game.

2) Competitive Version: The competitive version was
built after the collaborative had been evaluated. It is an



(a) (b) (c)

(d) (e)

Figure 3. Elements (items) of the Space Crusher game.

Figure 4. Roulette special item in Space Crusher.

adaptation meant to experiment diferent variables than the
ones tested in our first evaluation, which is described in
Section IV.

This version of the application forces the players to
compete for the highest score between them. The final
score is separated for each player, so they can check who
gets the better result. The possibility of sharing items
was removed from this version since it does not fit a
competitive environment.

The collectable items changed a bit from the collabo-
rative version. The lightning was replaced by the bomb
(Figure 3d) and the coin (Figure 3e) was included. The
coin adds a few points to the score of the player who
collects it.

The bomb was designed to be used as a strategy to
attack the opponent player. When the user activates the
bomb, he/she goes into a “bomb placing mode”, in which
it must be decided where the bomb will fall. Like in
the roulette, when the user is placing the bomb he/she
becomes invulnerable. The user chooses where to drop
the bomb by controlling the position of the elipse on
the second screen (Figure 2c). We designed two different
possibilities for this mode: the player’s ship turns into a
ghost (semi-transparent) or becomes completelly invisible
on the main screen. In the first case, the opponent can
see where the bomb is being placed. In the second case it
becomes harder to know where exactly the bomb is going
to fall. Also, to diferentiate the collectable bomb and the
hazardous bomb we added a border to the one that can be

Figure 5. Overview of the application architecture

collected.
This version also features a vibrotactile feedback when

the user is hit by any hazardous item.
The application configuration was expanded in the com-

petitive version. We added options to select which bomb
mode would be used, to show private information on the
main screen, and to set the size of the buttons.

B. Implementation
The game was implemented as two applications, one

for desktop and the other for mobile devices. We identify
them as the main and the secondary screen, respectively.
Both were developed using the Unity3D [20] game engine.
For the communication between applications we used a
classic client-server architecture (see Figure 5) with the
help of Unity’s networking API. The server runs in the
desktop application, while the smartphones are the clients.
Both applications present information but users interact
only with the mobile version.

1) Server Application: The server application should
run on a shared screen visible to all players. It also
controls all the internal mechanics of the game, such as
the amount of items and lives each player has. This way
the game depends minimally on external intelligence to
work correctly.

Since the communication of the application was built
using Unity’s networking API, we set up a local master
server1. The master server is an application provided by
Unity to be used with their networking API. As the
API has several limitations, specially when working with
smartphone’s operating systems, we had to implement
the communication between the server and client through
RPC. Even though this is not an optimal setup regarding
performance, during our tests the communication occurred
without any problem.

The initial setup of the application was set on the server
and sent to each client when they connected to the server.

The server application also records log files with infor-
mation about the players when each match finishes.

2) Client Application: The client application is where
users actually interact (Figure 2b). It serves as the con-
troller for the game that is running on the server, but
it also presents information, serving as a second screen.
It was developed for handheld devices and, because of

1Master server application is accessible at http://unity3d.com/master-
server/



that, its interface is based on touchscreen features. We
also prepared a desktop version for a test as explained in
Section IV. The desktop adaptation was controlled with
the keyboard.

Like the server, the client application uses Unity’s
networking API and RPC for communication. Whenever
the player executes an action, the client sends a message
to the server, which executes the action, giving the client
a reply or not. As explained before, RPC is not very
efficient, but it was enough for our experiments.

It is possible to connect multiple clients to the server,
each one being given a different color so each player can
recognize its own ship on the main screen.

C. User Interface
We have built two slightly different interfaces for this

project. Still, our objective, during every step of the
development was to keep the interface simple, with the
minimum amount of elements possible.

The main screen (Figure 2a) shows an interface with few
elements. During a match the only items visible are the
ships represented as rectangles at the bottom of the screen,
the asteroids and collectable items (Figure 3) and the
bullets. We added player’s score information to the main
interface in some tests to verify the best placement for that
information. This clean interface makes the software very
easy to understand and use.

The second screen (Figs. 2b and 2c) is also as clean as
possible, containing only the buttons needed for interaction
and the private information regarding each player. We also
added an icon (the ellipse) to show the position of the ship
on the mobile too. This way, if the player has to change
focus and look at the mobile for any reason, she/he will
not loose the tracking of his position in the game.

We restructured the interface of the mobile application
for the second version. Mobile hardware is highly diverse,
so it was necessary to make the software more adaptable.
We changed the buttons to have dynamic sizes, so the
interface looks the same in all kinds of devices.

With the idea of using the resources available on the
second screen in mind, we designed the item sharing
feature based on touch gestures. The player could send
an item or life to the partner dragging it for a minimal
distance in any direction. In the desktop adaptation, we
designed specific buttons for each item.

IV. USER TEST I - COLLABORATIVE

The first experiment was applied to the collaborative
version of the Space Crusher game. It was performed with
a sample of 14 subjects, divided into 7 pairs, and lasted
approximately 20 minutes each. It was applied in four
rounds of two minutes each. These rounds were divided
into two difficulty levels and two different devices: PC and
smartphone. The first pair started the test using the smart-
phone, the second with the PC, and so on. We collected
qualitative and quantitative data using characterization and
opinion questionnaires, and logging the matches played.
Illustrative pictures taken during the experiment can be
seen in Figure 6.

(a)

(b)

Figure 6. Users testing the game with different devices: notebooks (a)
and smartphones (b).

Except for the order, the task given to all the users was
the same. They should connect the client application to
the server and play the four designed matches. They were
also asked to cooperate to get the highest sum of points
they could using the resources given.

A. Variables

We have established as independent variables the device
for the client application (smartphone or notebook) and the
two difficulty levels.

The dependent variables recorded in our experiment
were: satisfaction with the game, fun, and the performance
measured by the application and registered in the logs.

B. Hypotheses

With the results obtained in this test we intended to
prove the following hypotheses:

• H1: The collaboration facilitates the gaming experi-
ence.

• H2: Using a mobile device as secondary screen is
better than using a computer.

• H3: The presence of information in two screens
enhances the gaming experience.



C. Results
Thirteen males and one female tested the collaborative

version. The mean age was 26.5 years old. They used to
play electronic games (more frequently computer games):
64% of them have played action games on a mobile
device previously, while only 21% have played games
with a second screen (e.g. Wii U, using two monitors,
or Nintendo DS).

Using the data collected during the matches, we were
able to find some insightful results. In general, the perfor-
mance of each pair was better using the desktop version of
the software, but when using the smartphone, teams were
still able to complete every task successfully.

We noticed that collaboration in this game tended to
happen based on specific needs. This means that pairs of
players with better individual skills did not feel the need
for collaboration, and ended up not collaborating much.
Players that exchanged items when near to being defeated
extended their time in the game. In situations where one
player would die and leave the partner alone, the other
would readily give one of his “lives” to the dying player,
continuing the round until time ran out.

1) Questionnaires and Logs: Players feedback were
very positive in relation to the use of mobiles. 65% of them
were satisfied while 28% were neutral about the mobile
version. When asked about the fun factor, 71% really
enjoyed the experience, while 28% were still neutral.

On the other hand, the desktop version did not receive
such a positive evaluation. It had 50% satisfaction and fun
approval, with 21% of the feedbacks as neutral.

As user experience in general, 85% of the players felt
they had a good experience using multiple screens, and
78% approved and enjoyed the collaboration.

Based on the logs, it was possible to infer a direct
relation between the user’s score and the device used,
with p < 0.0299 in the Analysis of Variance’s (ANOVA)
test. Also, the mean value for the amount of collaboration
iterations indicates that players collaborated similarly on
both devices.

2) Verifying the Hypotheses: Regarding the hypotheses
stated for this experiment, we can conclude the following:

• H1: The collaboration facilitates the gaming expe-
rience. We consider H1 confirmed based on the fact
that players actually collaborated when needed. When
the game presented hard situations, they instantly
exchanged their items to try to achieve a better score.
However, we should conduct more tests with and
without collaboration in the future to be fully safe
to argument this.

• H2: Using a mobile device as another screen is
better than using a PC. H2 can also be considered
true based on the questionnaires’ feedback. Most
users preferred the mobile rather than the desktop
interaction.

• H3: The presence of information in two screens en-
hances the gaming experience. According to players’
feedback, this seems to be very positive. Several
users mentioned the advantage of having their private

information hidden as they felt it was useful strategy
to play the game. Separating user’s private informa-
tion and public information seems to be a reasonable
solution to local multiplayer games.

V. USER TEST II - COMPETITIVE

After performing the first experiment, we noticed that
the interface of the game had some elements that could
be more thoroughly analyzed. Based on the elements we
wanted to evaluate, we decided to develop the competitive
version of the application. However, since we have a
considerable amount of variables to verify and, in order
to avoid making new tests too lengthy and potentially
confusing, we isolated two variables (buttons size and
vibration in the smartphone used as second screen) and
made an informal “pre-test” with them.

In this pre-test, we observed 10 users playing in single
player mode. They were asked to try to get the highest
score they could achieve. The setup involved buttons of
three different sizes (small, medium, and big) combined
with the use or not of vibrotactile feedback. The test result
in six matches with different configurations each. After the
tests we asked the users to answer which was their favorite
setup.

Based on their answers, we could notice that the vi-
bration feedback is very positive. Ten of the ten users
found that the experience was better with vibration even
if it was not necessary for the game. The largest button
was preference of eight users while two chose the medium
button as their favorites. No user liked the smallest button.

From the analysis of the logs generated by each match
in this pre-test, it was possible to notice that players
missclicked far more frequently with smaller buttons. Nev-
ertheless, the difference in missclicks between medium-
sized and the biggest buttons was not large.

The last set of experiments was performed with the
competitive version of the game. It was applied to 30
subjects divided into 15 pairs. Again, the experiment was
divided into four rounds of two minutes each. This time
we tested the display of private information (score and
lives) on the main screen and the bomb mode used (ghost
or invisible). As in the first experiment, we applied char-
acterization and opinion questionaries, and also logged
users’ actions. Figure 7 shows one pair of users during
the experiment.

We asked each user to play four matches of the game
trying to perform better than the opponent. At the end of
each match they compared scores.

A. Variables
For each test we alternated between displaying private

information on the smartphone and on the main screen,
or just on the smartphone. We also alternated between
the bomb mode: showing the ghost ship (Figure 7) or
becoming completely invisible.

B. Hypotheses
With the results obtained in this experiment, we in-

tended to prove the following hypotheses:



Figure 7. Users testing the competitive version with the ghost bomb
mode on.

• H4: A second screen allows the use of personal and
confidential information and this affects the user’s
strategy in the game.

• H5: The use of additional interaction resources that
are not available on the main screen enhances the
gaming experience.

C. Results

The experiment was performed by 30 persons (27 men
and 3 women) with a mean age of 24.4 years old. All
of them were undergraduate students in computer science.
They reported to have a good experience with tablets and
smartphones, and use to play games sometimes with these
devices. The frequency they played on other platforms like
consoles and computers was similar. Only eight of the
users had experience with applications that make use of a
second screen, highlighting Wii U and Nintendo DS and a
racing simulator which uses multiple screens. All of them
had a positive experience with this kind of applications.

In general, the performance of the users during the
experiment was better with public information (i.e. infor-
mation displayed on the main screen) and the ghost bomb
mode.

1) Questionnaires and Logs: Since the size of the
buttons were previously evaluated, we set them to the
largest size, but still asked the users’ opinion about it.
In this competitive version, 57% of the users found the
size of the buttons comfortable, but 43% think they could
be even larger.

We asked the users about how natural, comfortable and
satisfying is the use of the second screen (Figure 8).
Considering 1 and 2 as bad results, 3, neutral, and 4 and
5 as good, we concluded that: (a) 23% thought that the
use of the second screen was not natural, 33% of the
users were neutral, and 44% thought it was natural; (b)
33% of the users thought that is comfortable to use the
second screen, 40% had a neutral opinion, and 27% found
it uncomfortable; (c) 47% concluded that it was satisfying
(good) to use the second screen, 37% had an average
opinion, and only 16% concluded that it was bad.

Scores were highly influenced by the game mode,
private or public information and ghost or invisible bomb

Figure 8. Users’ evaluation of how natural, comfortable, and satisfying
is the use of the second screen: 1 (blue) is the worst result and 5 (brown)
the best.

(see Figure 9). Preference for public information was re-
ported by 84% of the users, mostly because they wanted to
focus on the main screen’s challenges. Private information
was preferred by only 13% of the users, mainly because
they could hide the score and number of lives from the
other user, increasing the competition. Only 3% of the
users were neutral, finding positive and negative aspects
in both modes.

Figure 9. Scores obtained by players using public and private informa-
tion.

The final scores confirm what the users thought about
private and public scores, even without a significant result
when looking at the p value (p = 0.8239). Public infor-
mation resulted in a higher score in most individual cases
and 4.3% better score in general.

Additionally 53% of the users thought that using a
touchscreen and vibration enhanced the gaming experi-
ence, 27% had a neutral experience, while 20% did not
feel that touchscreen and vibration enhanced the gaming
experience (Figure 10).

Bomb mode also influenced the game results. When we
asked for the user which visualization was preferred for
the bomb mode, 43% of the them preferred the ghost, and
the reason most cited was that they knew their location
on the main screen, making it easier to throw the bomb;
30% were neutral; and 27% preferred the invisible mode,
because in this case, the opponent would not know their
position, making the game funnier. Additionally, when
we asked users which visualization they preferred for



Figure 10. Evaluation of the improvement in user experience employing
the resources available in the smartphone: 1 means no improvement while
5 is the maximum of improvement.

the opponent, 33% preferred the ghost bomb, 13% the
invisible bomb, and 54% had no specific preference. The
main reason pointed out is that they did not notice any
significant change in the final result.

2) Verifying the Hypotheses:
• H4: A second screen allows the use of personal

and confidential information and this affects to the
user’s strategy in the game. H4 was not actually
confirmed. Most of the users preferred public in-
formation because they could check things easily,
and this means that they did not care about sharing
their information. However, users that preferred using
private information instead of public did so to hide
information from the opponent, because that surely
would contribute to their game strategy.

• H5: Use additional interaction features that are
not available in the main screen enhances the
gaming experience. We considered H5 true. Since
the pre-test, we realized that users enjoyed the
non-conventional interaction features (vibration and
touchscreen). Moreover, from the second test, most of
the users liked both features. Vibration gave feedback
to users’ realize when they died or were hit by a
bomb, and the touchscreen made the users control
and interact with different game scenes. However,
we had negative feedback about finding the controls.
Since they played with a flat touchscreen, a lot of
missclicks happened, and sometimes they had to stop
paying attention to the main screen to look at the
smartphone and check what they were pressing.

VI. GUIDELINES FOR THE DESIGN OF SECOND
SCREEN INTERFACES

Some important lessons have been learned from the
study of previous works involving the use of second screen
in dynamic applications, the development of a multiple
screen video game (see Section III), and the application
of a set of user experiments. In this section we propose
a set of guidelines for the design of dynamic interactive
applications using the concept of second screen.

Avoid the change of the user’s focus between the

screens. The way and frequency the user changes focus
from one screen to the other can impair the usabil-
ity [10] of the interface or even prevent the task to be
performed [21]. So, applications that use multiple screens
should always preserve focus on one screen at a time. In
our experiments, several users complained about having to

look to the smartphone to know their score and remaining
lives and, in consequence, loosing lives or opportunities
of increasing their score. When comparing the score from
matches with private and public information, we found out
that tests with public information had a higher score mean,
though the variance was not statistically meaningful (p =
0.8239).

Keep the second screen near the main screen in

dynamic applications. When playing a multiple screen
game like Space Crusher, players have to keep watching
the main screen. Their attention cannot be constantly
divided between both screens. For dynamic applications,
it is recommended that both screens are kept in the users’
field of view, as occurs in the Nintendo DS console. In
doing so, the focus of the user is not lost due to the change
of screens.

Replicate the content of the “action” window. Even
though replicating the “action” content may seem to be
a waste of processing or make unnecessary the second
screen, we noticed that it can be a solution to certain
situations where one absolutely need to change the focus
to the other screen. Players of SpaceCrusher had problems
to know where to put the bomb in the invisible bomb
mode. If the screen was replicated we could add individual
information on the private screen enhancing the applica-
tion.

Make use of private and public information. When
the players performed the experiments, there was a large
preference for having the score and remaining lives in-
formation displayed on the main screen. Even if the
information could be considered to be individual and
be used as a game strategy, players preferred it on the
main screen because of the change in focus. Based on
that, we concluded that individual information for players
should not impact the user experience. The impact of
changing focus is bigger than the gain from having private
information. Still, if the application is not real time and
action-based, the necessary private information can be
kept on the second screen. Another option would be to
let the user control the information he/she wants to keep
private [22].

Use physical buttons, sensors or actuators instead

of virtual controllers. The lack of haptic feedback in
the virtual controllers can be a hard problem for users.
When the focus is in the primary screen, players often
loose the location of the buttons and start tapping on
wrong places on the smartphone screen. In our experi-
ments, even with large buttons there was a considerable
number of “missclicks”. However, when considering the
preference for using smartphones instead of a notebook
as the second screen, the best solution is likely to use
the resources available within the mobile device, such as
accelerometer/gyroscope or vibration, as a feedback when
a button is pressed.

Use standard technology. When dealing with multiple,
different devices as a second screen and different operating
systems, developing an application can be quite compli-
cated. There are a few software solutions that make it eas-



ier, though. The Unity3d game engine is a good example
since an application made in it can be deployed on many
different platforms. Of course, there are several details of
implementation such as screen resolution or performance
issues, but with software that helps the deployment to
many platforms and the easy communication between the
different devices, everything becomes much easier.

Favor the use of easy to learn controls. Where there
is much action in a software, the controls should be easy
to understand. The user should not be forced to switch to
another interface to keep remembering which control does
what. Bernhaupt et al. [10] reinforce that the usability
in applications using multiple screens can be impaired
because of inconsistent use of labels.

Keep all the screens instantaniously synchronized.

In environments where the second screen also controls the
application like SpaceCrusher and the works of Bernhaupt
et al. [10] and Tsekleves et al. [9], the answer to the
user’s action must be immediate. Even in applications that
are not action-based the delay between commands and
the interface reaction will cause confusion and usability
problems.

VII. CONCLUSIONS

In this paper we presented a set of guidelines aiming at
helping researchers and developers to build better multiple
screen applications. The guidelines were devised based
both on related work and lessons learned from experiments
performed with a multiple screen game we developed
within this project.

We tested our application with several users and ob-
tained a positive feedback about the software, as well as
the use of a mobile device as the second screen and input
device at the same time.

For future work, we aim at improving the application by
adding the use of the gyroscope as an option for control,
instead of touchscreen virtual buttons. We also planned to
print a mask to use over the mobile phone screen to give
tactile feedback and facilitate finding the game controls.
There are also improvements in the interface that could
be done, like better status bars on the main screen for the
players to check their scores.
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